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Correspondence and alignment

Correspondence: matching points, patches, 

edges, or regions across images

≈



Recap: Keypoint Matching

Af Bf

A1

A2 A3

Tffd BA ),(

1. Find a set of   

distinctive key-

points 

3. Extract and 

normalize the    

region content  

2. Define a region 

around each 

keypoint   

4. Compute a local 

descriptor from the 

normalized region

5. Match local 

descriptors
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Recap: Key trade-offs

More Repeatable More Points

A1

A2 A3

Detection

More Distinctive More Flexible

Description

Robust to occlusion

Works with less texture

Minimize wrong matches Robust to expected variations

Maximize correct matches

Robust detection

Precise localization
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Harris Detector [Harris88]

◼ Second moment matrix
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Intuition: Search for local 

neighborhoods where the 

image content has two main 

directions (eigenvectors).

C.Harris and M.Stephens. "A Combined 

Corner and Edge Detector.“

Proceedings of the 4th Alvey Vision 

Conference, 1988.
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Harris Detector [Harris88]

◼ Second moment 

matrix
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1. Image 

derivatives

2. Square of 

derivatives

3. Gaussian 

filter g(I)
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4. Cornerness function – both eigenvalues are strong

har5. Non-maxima suppression
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(optionally, blur first)



Corners as distinctive interest points

◼ We should easily recognize the point by 
looking through a small window

◼ Shifting a window in any direction should give 
a large change in intensity

“edge”:

no change 

along the edge 

direction

“corner”:

significant 

change in all 

directions

“flat” region:

no change in 

all directions

Slide credit: Alyosha Efros, Darya Frolova, Denis Simakov

2021/5/31 8



Harris Detector – Responses [Harris88]

Effect:A very precise corner 

detector.
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Hessian Detector [Beaudet78]

◼ Hessian determinant
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Intuition: Search for strong

curvature in two orthogonal 

directions 
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Hessian Detector [Beaudet78]

◼ Hessian determinant
Ixx

Iyy

Ixy
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In Matlab:
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Find maxima of determinant
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Hessian Detector – Responses [Beaudet78]

Effect: Responses mainly on 

corners and strongly textured 

areas.
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Scale invariance?

◼ Scale invariant?

All points will be 

classified as edges Corner !

No
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From points to regions
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Automatic scale selection
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Automatic scale selection
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Automatic scale selection
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Automatic scale selection

2021/5/31 18



Blob detection in 2D

◼ Laplacian-of-Gaussian = “blob” detector
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Characteristic scale
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Laplacian-of-Gaussian (LoG)
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Laplacian-of-Gaussian (LoG)
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Laplacian-of-Gaussian (LoG)

2021/5/31 23



Technical detail
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Difference-of-Gaussian(DoG)
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DoG: Efficient implementation
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Keypoint localization with DoG
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Keypoint Refinement
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Example of Keypoint Detection
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Results: Lowe’s DoG
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Harris-Laplace [Mikolajczyk ‘01]
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Harris-Laplace [Mikolajczyk ‘01]
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Summary: Scale Invariant Detection
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Today’s class

◼ Normalization

 Orientation normalization

 Affine invariant feature extraction

◼ Local descriptor

 SIFT, SURF, GIST

◼ Binary descriptor

 LBP, BRIEF

◼ CNN based descriptor

 MatchNet, DeepCompare, DeepDesc, LIFT
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Rotation Invariant Descriptors
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Orientation Normalization
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The Need for Invariance
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Affine Adaption
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Iterative Adaption

2021/5/31 39



Affine Normalization
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Affine Adaption Example
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Affine Adaption Example
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Summary：Affine Invariance
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Invariance vs. Covariance
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Today’s class

◼ Normalization

 Orientation normalization

 Affine invariant feature extraction

◼ Local descriptor

 SIFT, SURF, GIST

◼ Binary descriptor

 LBP, BRIEF

◼ CNN based descriptor

 MatchNet, DeepCompare, DeepDesc, LIFT
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Local Descriptor
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Geometric transformations
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Photometric transformations
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What is the best descriptor for an image feature?
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Local Descriptor
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Perfectly fine if geometry and appearance is unchanged 

(a.k.a. template matching)



Feature Descriptor
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Feature Descriptor：SIFT
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SIFT Properties
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Summary：SIFT
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Feature Descriptor: SURF
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Herbert Bay et al., SURF: Speeded Up Robust Feature, in ECCV 2006



SURF: Keypoint Detection
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SURF: Keypoint Detection
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Integral Image

1 5 2

2 4 1

2 1 1

1 6 8

3 12 15

5 15 19

original

image

integral 

image
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Integral Image

1 5 2

2 4 1

2 1 1

1 6 8

3 12 15

5 15 19

original

image

integral 

image

Can find the sum of any block using 3 operations
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1 5 2

2 4 1

2 1 1

1 6 8

3 12 15

5 15 19

image integral image

What is the sum of the bottom right 2x2 square?
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Haar Wavelets
(actually, Haar-like features)

Use responses of a bank of filters as a descriptor

How to compute Haar wavelet responses efficiently (in constant 

time) with integral images
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Haar wavelets filters

Haar wavelet responses can be computed with filtering

image patch

-1 -1+1

+1

Haar wavelet responses can be computed 

efficiently (in constant time) with 

integral images
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SURF vs. SIFT: Scale Space
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Dominant Orientation Estimation
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SURF: Descriptor Extraction
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SURF: Descriptor Extraction
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Summary: SURF

◼ Approximation yet can be computed much 

faster.

 relying on integral images for image convolutions

 building on the strengths of the leading existing 

detectors and descriptors

 simplifying these methods to the essential

◼ Combination of novel detection, description, 

and matching steps.
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GIST

1. Compute filter responses (filter bank of 

Gabor filters)

2. Divide image patch into 4 x 4 cells

3. Compute filter response averages for 

each cell

4. Size of descriptor is 4 x 4 x N, where N 

is the size of the filter bank

Filter bank

4 x 4 cell

averaged filter responses

Oliva, A., & Torralba, A., Modeling the Shape of the Scene: a Holistic Representation of the Spatial Envelope. IJCV 

2001.
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Directional edge detectors
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Summary: GIST

1. Compute filter responses (filter bank of Gabor filters)

2. Divide image patch into 4 x 4 cells

3. Compute filter response averages for each cell

4. Size of descriptor is 4 x 4 x N, where N is the size of the filter 

bank

Filter bank

4 x 4 cell

averaged filter responses

What is the GIST descriptor encoding?

Rough spatial distribution of image gradients
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Today’s class

◼ Normalization

 Orientation normalization

 Affine invariant feature extraction

◼ Local Descriptor

 SIFT, SURF, GIST

◼ Binary descriptor

 LBP, BRIEF

◼ CNN Based descriptor

 MatchNet, DeepCompare, DeepDesc, LIFT
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Ic I0

I2

I6

I4

I1I3

I5 I7

LBP=

sign(I0-Ic)20 +

sign(I1-Ic)21 +

sign(I2-Ic)22 +

sign(I3-Ic)23 +

sign(I4-Ic)24 +

sign(I5-Ic)25 +

sign(I6-Ic)26 +

sign(I7-Ic)27

CS-LBP=

sign(I0-I4-t)20 +

sign(I1-I5-t)21 +

sign(I2-I6-t)22 +

sign(I3-I7-t)23

Robustness to illumination.
CSLBP [Heikkilä ‘09]

Center Symmetric Local Binary Patterns
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Descriptor construction: intensity test 

between given point pairs：
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Point pairs：given by random sampling
2 2

(0, ), (0, )
25 25

S S
x G y G

• Simple, fast, moderate performance

• First binary descriptor for patch matching

BRIEF [Calonder ’10]

Binary Robust Independent Elementary Features
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Binary Robust Independent Elementary Features
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Binary Robust Independent Elementary Features
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Today’s class

◼ Normalization

 Orientation normalization

 Affine invariant feature extraction

◼ Local descriptor

 SIFT, SURF, GIST

◼ Binary descriptor

 LBP, BRIEF

◼ CNN Based descriptor

 MatchNet, DeepCompare, DeepDesc, LIFT
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SIFT and its variantsSIFT and its variants

Early 

methods

Early 

methods

04 07 10 15

Learning based methodsLearning based methods

CNN based methodsCNN based methods

Binary descriptorBinary descriptor

Local Descriptors: Trend
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A Deep Casualty?
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• Simultaneously learn the 

descriptor and the metric

• Siamese Feature descriptor 

network

• Metric network on top

• Cross-entropy loss, transfer 

matching problem to 

classification problem

• Train time：1 day – 1 week

MatchNet

X. Han et al. Matchnet: Unifying feature and metric learning for patch-based matching. In CVPR 2015.
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• Stochastic gradient descent (SGD)

• A special reservoir sampler for 

negative sampling

• Cross-entropy error

Training MatchNet

X. Han et al. Matchnet: Unifying feature and metric learning for patch-based matching. In CVPR 2015.
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A two-stage prediction pipeline:

1. Generate feature descriptors for all 

patches. 

2. Pair the features and push them 

through the metric network to get 

the scores.

Testing MatchNet

X. Han et al. Matchnet: Unifying feature and metric learning for patch-based matching. In CVPR 2015.
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2 - channel Siamese 2 - channel 2-stream

DeepCompare
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S. Zagoruyko et al. Learning to compare image patches via convolutional neural networks. In CVPR 2015.



DeepCompare

◼ Architecture
 2-channel structure 

◼ No direct notion of descriptor in the 2-channel architecture. 
It simply considers the two patches of an input pair as a 2-
channel image, which is directly fed to the first 
convolutional layer of the network.

 Central-surround two-stream network
◼ Consists of two separate streams, central and surround, 

allowing the network to process at two different resolutions.

◼ Drawback
 Pair-wise operation, can not re-use descriptor of 

each patch

2021/5/31 83

S. Zagoruyko et al. Learning to compare image patches via convolutional neural networks. In CVPR 2015.



Shared 

Weights

CNNCNN

CNNCNN

L2L2

• loss：minimize pairwise hinge loss

• Use Euclidean distance，direct substitution of SIFT

DeepDesc
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Edgar Simo-Serra et al. Discriminative learning of deep convolutional feature point descriptors. In ICCV, 2015.
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Conv (x64)
Conv (x128)

64x64

128-D vector128-D vector

L2 poolL2 pool

Tanh
Subtractive 

normalization

• Only 3 convolutional layers, simple.

• Use hard negative mining to alleviate the problem of imbalanced 

positive and negative samples, key to good performance.

DeepDesc Network Architecture
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Edgar Simo-Serra et al. Discriminative learning of deep convolutional feature point descriptors. In ICCV, 2015.



Triplet Network: 

Smallest negative 

distance within the 

triplet should be larger 

than the positive 

distance.

CNN Structure

PN-Net, TFeat
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V. Balntas et al. PN-Net: Conjoined triple deep network for learning local image descriptors. Arxiv, 2016.



Objective: Reduce the proportion of false 

positive and false negative, i.e., blue 

shaded area. (A global loss)

GLoss Net

• Global Loss
◼ Minimize the variance of the two distributions and the 

mean value of the distances between matching pairs.

◼ Maximize the mean value of the distances between non-
matching pairs.

◼ Four models
◼ Metric learning: SNet-GLoss,  CS SNet-GLoss (with 

Siamese Network)

◼ L2 norm: TNet-TGLoss, TNet-TLoss (with Triplet Network)
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V. Kumar B G et al. Learning local image descriptors with deep siamese and triplet convolutional networks by 

minimising global loss functions. In CVPR 2016



• Note: these results are on the Brown dataset.

Performance Comparison of 

these CNN based Methods
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Moreover…

◼ Descriptors are affected by keypoints & orientations
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Y. Verdie, K.M. Yi, P. Fua, V. Lepetit: 

"TILDE: A Temporally Invariant 

Learned DEtector", CVPR 2015.

The LIFT Network
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Kwang Moo Yi et al. LIFT: Learned invariant feature transform. In ECCV 2016.



K.M. Yi, Y. Verdie, V. Lepetit, P. Fua : 

”Learning to Assign Orientations to 

Feature Points", CVPR 2016.

Y. Verdie, K.M. Yi, P. Fua, V. Lepetit: 

"TILDE: A Temporally Invariant 

Learned DEtector", CVPR 2015.

The LIFT Network
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Kwang Moo Yi et al. LIFT: Learned invariant feature transform. In ECCV 2016.



E. Simo-Serra, E. Trulls, L. Ferraz, I. 

Kokkinos, P. Fua, F. Moreno-Noguer: 

"Discriminative Learning of Deep 

Convolutional Feature Point 

Descriptors", ICCV 2015.

K.M. Yi, Y. Verdie, V. Lepetit, P. Fua : 

”Learning to Assign Orientations to 

Feature Points", CVPR 2016.

Y. Verdie, K.M. Yi, P. Fua, V. Lepetit: 

"TILDE: A Temporally Invariant 

Learned DEtector", CVPR 2015.

The LIFT Network
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Kwang Moo Yi et al. LIFT: Learned invariant feature transform. In ECCV 2016.



“Glue”, to preserve differentiability:

• Spatial Transformer Networks, NIPS 2015.

• Soft argmax, Information Retrieval 2009.

E. Simo-Serra, E. Trulls, L. Ferraz, I. 

Kokkinos, P. Fua, F. Moreno-Noguer: 

"Discriminative Learning of Deep 

Convolutional Feature Point 

Descriptors", ICCV 2015.

K.M. Yi, Y. Verdie, V. Lepetit, P. Fua : 

”Learning to Assign Orientations to 

Feature Points", CVPR 2016.

Y. Verdie, K.M. Yi, P. Fua, V. Lepetit: 

"TILDE: A Temporally Invariant 

Learned DEtector", CVPR 2015.

The LIFT Network
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Kwang Moo Yi et al. LIFT: Learned invariant feature transform. In ECCV 2016.



E. Simo-Serra, E. Trulls, L. Ferraz, I. 

Kokkinos, P. Fua, F. Moreno-Noguer: 

"Discriminative Learning of Deep 

Convolutional Feature Point 

Descriptors", ICCV 2015.

K.M. Yi, Y. Verdie, V. Lepetit, P. Fua : 

”Learning to Assign Orientations to 

Feature Points", CVPR 2016.

Y. Verdie, K.M. Yi, P. Fua, V. Lepetit: 

"TILDE: A Temporally Invariant 

Learned DEtector", CVPR 2015.

The LIFT Network

Allows 

end-to-end 

learning

“Glue”, to preserve differentiability:

• Spatial Transformer Networks, NIPS 2015.

• Soft argmax, Information Retrieval 2009.
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Kwang Moo Yi et al. LIFT: Learned invariant feature transform. In ECCV 2016.



Keypoint

VS 

Non-Keypoint

Matching Keypoints Matching Keypoints

VS 

Non-Matching Keypoints

Training requires various patches
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Quadruplet Siamese Network

P1, P2: corresponding keypoints.

P3: non-corresponding keypoint.

P4: non-keypoint.
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A single, global cost function

detector
orientation
descriptor

detector

descriptor

detector

orientation
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Matching features on ‘Webcam’, sequence ‘Frankfurt’.

Correct matches shown with green lines.

LIFT (Ours). Average: 60.6 matches

SIFT. Average: 23.1 matches
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0

0.1625

0.325

0.4875

0.65

Descriptor performance (NN mAP)

SIFT descriptor

when used with

SIFT keypoints

Each component is meant for each other
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0.325

0.4875

0.65

SIFT descriptor

when used with

SIFT keypoints

LIFT descriptor

when used with

SIFT keypoints

Each component is meant for each other

Descriptor performance (NN mAP)
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0

0.1625

0.325

0.4875

0.65

LIFT descriptor

when used with

LIFT keypoints

Each component is meant for each other

SIFT descriptor

when used with

SIFT keypoints

LIFT descriptor

when used with

SIFT keypoints

Descriptor performance (NN mAP)
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Floating Point Descriptors: A Summarization

• For patch level datasets, learning based methods 

generally outperform hand-crafted ones.

• For image level dataset, performance gap between 

learning based methods and hand-crafted methods is not 

significant, except for LIFT.

• For domain adaptation (e.g. visible to IR), hand-crafted 

descriptors are more adaptable. 

• CNN based methods are dominant in the learning based 

methods.

• CNN based methods operating on the Euclidean space is 

highly required for wider application. 
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Software

◼ OpenCV: http://opencv.org/
 SIFT, SURF, BRISK, BRIEF, ORB, FREAK

◼ VLFeat: http://www.vlfeat.org/
 SIFT, LIOP, Covariant Feature Detectors

◼ Authors’ pages, Github, etc.

◼ Supplementary containing implementation 
information
 Learned Orientations: 

https://infoscience.epfl.ch/record/217982/files/0141-
supp.pdf

 LIFT: https://documents.epfl.ch/groups/c/cv/cvlab-
unit/www/data/keypoints/lift/paper_1377_supplementary.
pdf

http://opencv.org/
http://www.vlfeat.org/
https://infoscience.epfl.ch/record/217982/files/0141-supp.pdf
https://documents.epfl.ch/groups/c/cv/cvlab-unit/www/data/keypoints/lift/paper_1377_supplementary.pdf


Image Matching Benchmark and Challenge

2021/5/31 106

Image Matching across Wide Baselines: From Paper to Practice, in arXiv 2020



Image Matching Benchmark and Challenge
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Image Matching across Wide Baselines: From Paper to Practice, in arXiv 2020



Discriminative power

Raw pixels

Generalization power

Sampled Locally orderless Global histogram
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Summary: Value of Local Features
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Mikolajczyk, K. et al. A comparison of affine region detectors. IJCV, 2005

Mikolajczyk, K. et al. A performance evaluation of local descriptors. T-PAMI, 2005.


